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Abstract

A large literature examines the effects of algorithmic risk assessments on judges’
bail decisions in criminal cases. This article examines these effects in the immigration
detention context. In 2017, U.S. Immigration and Customs Enforcement changed its
risk assessment tool. Before the change, the tool could recommend detention, release
or referral to a supervisor. After the change, the tool stopped recommending release—
ever. Taking advantage of the suddenness of this change, I show that the removal of the
release recommendation reduced actual release decisions by about half, from around
10% to around 5% of all decisions. Officers continued to follow the tool’s detention
recommendations at only a slightly lower rate after the change, and when officers did
deviate from the tool’s recommendation to order release, supervisors became more
likely to overrule their decisions.
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in either role, although I continue to consult occasionally for immigrants’ rights organizations. I did not
receive payment for any part of the analysis in this paper. All errors are mine.
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1 Introduction

How do judges and other decisionmakers incorporate the recommendations of algorithmic

tools when making bail decisions? A large and fast-growing literature examines this question

in the criminal justice context, where judges are the decisionmakers. This article considers

the same question in the immigration detention context, Immigration and Customs Enforce-

ment (“ICE”) officers’ decisions carry stakes similar to those in the criminal bail context.

Although ICE officers lack the prestige and independence of judges, they, like judges making

bail decisions, consider flight risk and danger to decide whether to detain or release someone.

On June 5, 2017, United States Immigration and Customs Enforcement (“ICE”) altered

its risk assessment algorithm. Before the change, the tool could recommend release, deten-

tion, or referral to a supervisor. After the change, the tool could only recommend detention

or referral to a supervisor; release was no longer a possible recommendation. When ICE re-

moved the release possibility, it also changed the tool to refer cases to a supervisor two-thirds

less often. After these changes, the tool began recommending detention in more than nine

out of ten cases. In other words, ICE made a policy decision to increase the use of detention,

and it implemented that policy change through a change to its risk assessment software.

I find, using a regression discontinuity in time design, that ICE’s change to its risk tool de-

creased noncitizens’ chance of release (including both release outright and release on bond)

by about half, from around ten percent to around five percent. Officers and supervisors

continued to rely on the tool’s recommendations even after the tool stopped recommending

release: the probability that an officer would override the tool’s recommendation of detention

only increased slightly on June 5, 2017, even as detention became a much more common rec-

ommendation. And supervisors counteracted officers’ slightly increased chance of disagreeing

with the tool, becoming more likely to overrule officers’ release decisions.

These findings advance the growing literature on human-algorithmic decisionmaking

[Green and Chen, 2019] in the context of government detention. A key problem identi-

fied by the human-machine decisionmaking literature is that decisionmakers often discount
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algorithms’ predictions [e.g. Hoffman et al., 2017] and, in the bail context, choose to set a

high bond (or no bond) even where the algorithm predicts little risk—particularly when the

defendant is Black [Main, 2016, Albright, 2019]. This problem persists despite evidence that

algorithms may outperform human judges’ predictive judgments in many contexts [e.g. Hoff-

man et al., 2017], including predictions about flight risk and recidivism in the bail context

[e.g. Kleinberg et al., 2017].1

These results, by contrast, suggest that lower-level officials, at least, may do little to

calibrate their reliance on algorithms’ predictions and recommendations. ICE officers and

supervisors continued to follow the algorithm’s recommendations even as release recommen-

dations ceased to exist. These results match those of Albright [2023], who finds that humans

respond strongly to changed algorithmic recommendations.

More broadly, however, ICE officials were far more likely to follow algorithmic recommendations—

when those recommendations indicated detention—than judges considering criminal bail.

ICE officers overrode the release recommendation (before it was eliminated) well over half

the time, but virtually never overrode the RCA’s detention recommendations. By contrast,

while judges’ risk assessment override rates in the criminal context have varied—for example,

judges overrode 12% of release recommendations and over half of detention recommenda-

tions in Angelova et al. [2023, 12], and judges overrode 57% of recommendations for diversion

and 27% of recommendations against diversion in Stevenson and Doleac [2022, 2]—I am not

aware of any context in which judges virtually never overrode a risk assessment tool’s de-

tention recommendation. ICE officers’ near-complete unwillingness to override the RCA

recommendation in favor of release is therefore notable. That strong pattern might reflect

1Assuming that risk assessment algorithms do often outperform human risk judgments (which, as Steven-
son [2018] explains, is likely but not certain), those tools may fall prey to the biases, racial and otherwise,
that lurk in the data on which they are trained [Mayson, 2019]. This possibility, together with the promise
of these tools for reducing the use of detention, has led to an outpouring of interest in ways that pretrial
risk assessment algorithms might be tweaked to counteract racial bias or bias in favor of detention [e.g.
Corbett-Davies et al., 2017, Kleinberg et al., 2018, Mayson, 2019, Huq, 2018-2019, Kleinberg et al., 2019,
Yang and Dobbie, 2020-2021]. Unfortunately, the ICE dataset does not contain race information (or other
information, such as names or nationality, that might allow inferences about race), so I am unable to evaluate
the role of racial bias in this context.
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ICE officers’ lack of decisional independence.

These results also illustrate that, for the same reasons that algorithmic recommendations

may help influence decisionmakers to improve predictions, such recommendations may ac-

complish nontransparent administrative policy change [Potter, 2019]. The effectiveness of

policy change by algorithm fits the growing body of evidence demonstrating that line-level

law enforcement officers are sensitive to the incentives set for them by their supervisors.

Mummolo [2017] shows that a procedural change in the New York City police department—

requiring additional documentation for street stops—decreased the number of those stops

and increased the rate at which searches yielded contraband; Ba and Rivera [2019] show that

police union memos in Chicago reduced complaints against the police; Mas [2006] finds that

when police pay declines as a result of a union arbitration loss, arrest rates fall and crime

rates rise. Like police supervisors, ICE management was able to change officers’ behavior:

decisionmakers did not “calibrate their reliance on the risk assessment based on the risk

assessment’s performance” [Green and Chen, 2019].

Finally, these findings also add to the small existing empirical literature on algorithmic

decisionmaking at ICE. That literature has not examined the causal effect of the 2017 shift.

Koulish [2017] offers the first quantitative overview of the risk assessment tool, and Noferi

and Koulish [2014] examine an earlier version of the risk classification assessment data used

in this article and conclude that ICE engages in significant overdetention. Koulish and

Calvo [2021] examine the contextual determinants of ICE officers’ decisions to override RCA

recommendations. Koulish [2016] determines that noncitizens who are mandatorily detained

are no more likely to pose significant risk than those whom ICE has discretion to release.

Evans and Koulish [2020] and Koulish and Evans [2021], finally, document the many versions

of the ICE risk tool and the determinants of its risk predictions. I add to this body of work

by evaluating, for the first time, the consequences on release rates of the 2017 change to the

risk tool.

As scholars and policymakers work to improve algorithmic decisionmaking tools, they
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should bear in mind the likely effects of nontransparent changes.

2 Background

ICE’s Risk Classification Assessment algorithm was introduced in mid-2012 as part of an

effort to rationalize immigration detention procedures [Schriro, 2009]. The tool used sparse

information about immigration detainees’ cases—most prominently, information about crim-

inal convictions or their absence—to make predictions about flight risk and danger to the

community [Evans and Koulish, 2020, 804-16]. Based on those predictions, the tool made

recommendations about whether ICE should detain the noncitizen, release the noncitizen on

bond, release the noncitizen on community supervision (without a bond), or an ICE super-

visor should make the decision in the first instance.2 The RCA procedure required two levels

of review of the tool’s recommendations: first, an ICE officer could agree or disagree with

the tool’s recommendations, and second, an ICE supervisor could agree or disagree with the

ICE officer’s recommendation.

Unlike criminal bail decisions, which are typically made by judges, the human decisions

to accept or override the algorithm’s recommendations were made by ICE Enforcement and

Removal Officers, civil servants within the agency [Evans and Koulish, 2020, 802]. The

risk assessment tool fit into the already-existing procedure for ICE officers’ decisions about

whether to detain noncitizens. Section 236(a) of the Immigration and Nationality Act, 8

U.S.C. § 1226(a), provides that, while certain noncitizens are contesting their deportation,

the government may decide whether to detain or release them. The implementing regula-

tions require this decision to take place in two steps, one in the Department of Homeland

Security (where the RCA tool is used) and the other in the Department of Justice (where an

Immigration Judge makes a decision). In the first step, which is the subject of this article, an

ICE officer makes a decision about detention within 48 hours of arrest. 8 C.F.R. § 287.3(d).

2In addition, and not relevant here, the software evaluated what level of custody risk each person posed
once in detention.
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That decision is discretionary: the officer “may, in the officer’s discretion, release an alien

. . . provided that the alien must demonstrate to the satisfaction of the officer that such

release would not pose a danger to property or persons, and that the alien is likely to appear

for any future proceeding.” 8 C.F.R. § 1236.1(c)(8).

In the years after its implementation, the RCA tool met with resistance and criticism. A

report from the Office of the Inspector General concluded that the tool was “time consuming,

resource intensive, and not effective in determining which aliens to release or under what

conditions” [OIG, 2015, 11]. The Inspector General emphasized the administrative burden

of the many questions asked by the tool, along the fact that ICE had never conducted any

testing of whether the tool correctly predicted risk [OIG, 2015, 12]. The Inspector General

also relied on what it considered a high override rate: in the first year and a half of the

RCA tool’s use, ICE officers overrode its recommendations more than twenty percent of

time [OIG, 2015, 11-12].

ICE responded with a series of changes to make the tool’s recommendations more fre-

quently match ICE officers’ intuitions by more frequently recommending detention [Koulish

and Calvo, 2021]. This article examines the most direct of these changes: the removal, on

June 5, 2017, of the possibility that the tool would recommend release. In a deposition,3

the unit chief of ICE’s Information Technology Management Unit explained that this change

was intended to implement President Trump’s interior enforcement priorities, which were

announced months earlier: “The goal would be a lower override rate because that means

that you’ve built a tool that is mimicking the decisions that the officer would normally make.

So, for instance, when the [February 20, 2017 enforcement priorities] memo came out and

officers were directed to take certain actions, that memo came out, they started taking those

actions, then the RCA was changed – RCA was changed to mimic those actions they were

already taking”[Wilson, 2019].

3Disclosure: I conducted part of this deposition, which took place while I was an attorney at the ACLU.
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3 Data

Data come from a Freedom of Information Act Request from the American Civil Liberties

Union to Immigration and Customs Enforcement in 2019 (2019-ICFO-10844). ICE produced

the data after the ACLU filed a complaint in the District Court for the Southern District

of New York. As part of its initial response, ICE produced individual-level data on all Risk

Classification Assessment decisions from mid-July 2012 to the end of August 2019. A similar

dataset is also available as replication data for Evans and Koulish [2020]

The dataset includes 143,498 detain/release decisions in 2017. The record of each decision

includes the RCA tool’s estimate of danger and flight risk (low, medium or high) and the

tool’s recommended action in each case: detain, release, or referral to a supervisor. The

dataset also includes the final decision: detain, release or bond. The dataset also records

which version of the RCA software was used in each case; the 2017 change involved an update

from version 6.3 to 6.4.

Where the tool refers the case to an officer in the first instance, a supervisor reviews

the officer’s decision, and the dataset includes both the officer’s initial decision and the

supervisor’s agreement or disagreement. In 2017, officers made the initial determination in

about three quarters of all cases; the rest were referred directly to a supervisor. Where

officers made a first decision, supervisors agreed 92% of the time. Unless otherwise noted,

all results in this article concern final outcomes after supervisors’ approval or reversal.4

4 The June 5, 2017 Changes

The RCA tool changed in two key ways on June, 5, 2017: its flight risk predictions be-

came more pessimistic, and it became more likely to recommend detention, particularly of

4Nearly a third of all RCA decisions (384,519 of 1,348,363 decisions) occurred without any RCA risk
prediction. These missing recommendations reflect expedited removal cases (cases involving people appre-
hended at the border or near the border shortly after entry). The missing predictions begin in August 2013,
and ICE noted in its response to the Office of the Inspector General that it, in that month, “streamlined the
RCA by generating an automatic detain decision in expedited removal cases, allowing field offices to skip
the submission/approval steps otherwise required” [OIG, 2015, 13].
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noncitizens for whom it estimated a low or medium risk to the community.

Figure 1 shows how RCA detention recommendations and eventual decisions changed

June 5, 2017. The top panel shows RCA recommendations over time in 2017. On June

5, detention recommendations jumped, and release recommendations fell sharply, as did

referrals to supervisors.

Officers and supervisors’ reliance on RCA recommendations changed little in response

to these large changes in recommendations. The bottom panel of Figure 1 shows that

the chance that officers and supervisors would agree with a recommendation to detain fell

only slightly as such recommendations became much more frequent. The bottom panel of

Figure 1 also highlights a key difference between this context and that of judges using risk

assessment tools in the bail or sentencing context: ICE officers’ highly asymmetric override

rate, in which overrides of release recommendations were common but overrides of detention

recommendations were rare.

At the same time as the tool’s recommendations changed, its risk predictions also changed.

Figure 2 shows the effect of the change on flight risk and danger predictions. Danger predic-

tions changed only slightly, but flight risk predictions became drastically more pessimistic.
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Figure 1: The top panel shows trends in RCA recommendations in 2017. The proportion of
cases in which the RCA recommended detention jumped on June 5, 2017 as the proportion of
cases fell in which the tool recommended release or referred the decision to a supervisor. The
bottom panel shows actual detention decisions—after review by a supervisor—conditional
on the RCA’s recommendations. The dotted line shows that, before June 5, 2017, when the
release recommendation still existed, ICE officers overruled it and ordered detention in well
over half of all cases. The dashed line shows that, in cases referred directly to a supervisor,
detention became less common over the course of the second half of 2017; perhaps supervisors
gradually adapted to a change in case composition as the RCA referred fewer cases to them.
Finally, the solid line shows that officers and supervisors became only slightly more likely
to override detention recommendations as those recommendations suddenly became more
frequent.
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Figure 2: Effect of June 5, 2017 Change on Risk Predictions. The top panel shows RCA
danger predictions over time in 2017; these predictions remained fairly steady when the RCA
software changed on June 5, 2017. By contrast, RCA flight risk predictions, shown in the
lower panel, suddenly became more pessimistic.
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5 Research Design

Because the change to the RCA took place on a single day—June 5, 2017—I use a regression

discontinuity in time design (in other words, an interrupted time series design) to evaluate

its effect.5 This context is well suited to such a design for two reasons. First, the dataset

includes high-frequency individual-level data, which reduces the risk of confounding from

unobserved variables. Second, there was a clear moment of intervention when the software

was changed.

In order for the regression discontinuity design to identify a causal effect, I must assume

that no other change occurred at the same time as the changes to the RCA tool. That

assumption is plausible here: no other policy changes occurred on June 5, 2017. The ICE

official’s deposition indicates that the software was changed to match a policy change—the

Trump administration’s new enforcement priorities memo—that occurred months before,

and another ICE official indicated that the software change on this date was unannounced

and unaccompanied by any other policy change.6

To implement the regression discontinuity design, I use the robust nonparametric treat-

ment effect estimator and bandwidth selection algorithm developed by Calonico et al. [2017,

2014]. I also show results with bandwidths varying across the range of bandwidths suggested

by optimal bandwidth selection methods (as recommended by Arai and Ichimura [2018]).

With smaller bandwidths it is safer to assume that the effect is not driven by events other

than the software change; larger bandwidths offer more precision.7

Table 1 shows descriptive statistics from 2017 before and after the change. The detention

recommendation rate is 30 percentage points higher in the post-period than in the pre-period,

and the detention decision rate is four percentage points higher in the post-period than in

5On June 5 itself, officers in some cases used the old version of the tool and in other cases used the new
version, perhaps because the new version was implemented after the work day had started. Because I lack
time stamps, and the running variable (days) does not precisely predict the treatment (software version) on
that first day, I omit that day in the main results. In the Appendix, I address this problem with a fuzzy
regression discontinuity design; the results are nearly identical.

6Personal communication, anonymous ICE official, May 25, 2023.
7For falsification and density checks, see Appendix A.
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the pre-period. These simple differences are similar in magnitude to the estimates from the

regression discontinuity design.

Recommendation Decision

Detain Release Supervisor Detain Release Bond
Pre-Change 0.63 0.11 0.26 0.90 0.05 0.06
Post-Change 0.92 0.00 0.08 0.94 0.02 0.04
Total 0.80 0.05 0.15 0.92 0.03 0.04

Table 1: Summary Statistics. All figures are proportions, where the outcome equals 1. The
pre-change period is from January 1 to June 4, 2017, and the post-change period is from
June 5, 2017 to Dec 31, 2017.

6 Results

Did the 2017 change—with its removal of the release recommendation and decrease in super-

visor referrals—cause ICE to order detention more often? Figure 3 shows the main results

graphically, binning the data and fitting a line before and after the cutoff [Calonico et al.,

2017, 2014]. The figure suggests that the release rate (the rate at which ICE granted either

outright release or release on bond) dropped by about half, from around 10% to around 5%.

Figure 4 then plots regression coefficients for the same results. The top panel of Figure 4

shows that the results are robust to the order of the local polynomial and different estimation

techniques; the bottom panel shows that the estimates are robust to many bandwidths,

including those recommended by four optimal bandwidth selectors. The various estimates

are all similar; the change to the tool reduced the release rate by slightly more than five

percentage points, cutting the previous release rate roughly in half. Finally, the appendix

shows fuzzy regression discontinuity results, where the first stage predicts which software

version is used; the results are nearly identical.

The 2017 change cut the release rate in half. What were the relative contributions of
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Figure 3: Regression Discontinuity Plot of Release Rate Over Time. On June 5, 2017 (marked
by the vertical line) ICE changed its software to remove the release recommendation and to
make referrals to a supervisor less common. The figure shows a plot of release rates over
time, along with a polynomial fit, using the standard binning and polynomial fit methods
proposed by Calonico et al. [2017, 2014].
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Figure 4: Effect of Software Change on Detention Rate: Regression Discontinuity Estimates. Both
the top and bottom panels show estimates, using the nonparametric estimation technique from
Calonico et al. [2017, 2014], of the effect of ICE’s June 5, 2017 software change on the likelihood
that noncitizens were detained. The day of the change is omitted because some cases on that day
involved the new software version and others did not. The top panel shows how the estimates
vary with the order of polynomial and the estimation technique; the bandwidths are 120, 152, and
387 days for for the linear, quadratic, cubic variants respectively. The bottom panel shows how
the estimates vary with various bandwidths. The estimates consistently imply that the change,
which removed the release recommendation and made referrals to a supervisor less common, made
detention 5-6 percentage points more likely and therefore cut the release rate in half, from about
10% to about 5%. Dots show point estimates, and bars indicate 95% confidence intervals.
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the changes in predictions and recommendations to the eventual changes in ICE decisions?

Unfortunately, this question is unanswerable because the changes to flight risk predictions,

danger predictions, and detention recommendations all occurred simultaneously, and the

dataset does not contain enough information to estimate counterfactual predictions or rec-

ommendations.

It is possible, however, to examine the relative roles of supervisors and officers. Recall

that where an officer made a decision in the first instance (i.e. where the tool did not

refer the decision directly to a supervisor), supervisors then agreed or disagreed with those

decisions. Supervisors’ disagreement was relatively rare: it occurred in about 8% of cases in

2017. Despite that low baseline disagreement rate, supervisors’ reaction to the June 5, 2017

change was noticeably different from that of officers. Figure 5 shows that officers became

slightly more likely to disagree with recommendations to detain when those recommendations

became more frequent. In other words, officers partly compensated for the change to the

tool, disagreeing with detention recommendations more often to order release. But when

officers disagreed in this way, by ordering release, supervisors became more likely to overrule

the officers’ decisions and order detention.

Figure 5 shows these differential effects on officer and supervisor behavior. The bot-

tom panel includes all cases in which the tool recommended detention before and after the

software change. Officers became less likely to agree with that recommendation and more

likely to order release. The top panel shows what supervisors did in the subset of cases

in which the tool recommended detention but officers ordered release: after the software

change, supervisors became more likely to overrule those officers’ release decisions. In other

words, supervisors played a role in making the change in RCA recommendations translate

into a change in decisions. Both the change in the software and supervisors’ response to that

change encouraged officers to order detention more often.
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7 Discussion

As scholarly interest in risk assessment tools in the criminal bail and sentencing contexts has

grown, the similar but distinct immigration detention context has received less attention.

When ICE changed its risk assessment tool for detention decisions on June 5, 2017, it

entirely removed the possibility that the tool would recommend release. After the change,

the tool could only recommend detention or refer cases to a supervisor. ICE officers became

only slightly less like to follow the recommendation, and detention therefore became more

common. In other words, the software change accomplished a policy change.

The ICE detention decisionmaking context differs from the typical criminal bail context:

independent judges set criminal bail, whereas ICE officers, who answer to their supervisors,

make detention decisions for noncitizens. The hierarchical ICE context might have lent the

tool’s changing recommendations additional weight. But these results are consistent with

those of Albright [2023], who finds that changes to algorithmic recommendations can lead to

large real-world changes in the criminal bail context. One possible normative implication is

that such policy changes, like non-algorithmic policy changes, should be made transparently

[e.g. Carlson, 2017-2018].

These results also have limitations. Because the ICE dataset lacks demographic infor-

mation, I am unable to examine the relative effects of the change by nationality, race, or

demographic characteristics. And I am also unable to measure the relative importance of the

changes to the flight risk scores and the changes to the detention recommendations them-

selves. This article does, however, present strong evidence that the 2017 changes to ICE risk

assessment software had real-world effects, leading officers to detain immigrants more often.
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A Appendix: Covariate and Density Test

For the regression discontinuity design to yield the causal effect of ICE software change, we

must assume that no other systematic changes occurred at the same time as the update from

version 6.3 to 6.4. As a falsification check, I test whether the change in software versions

affected the likelihood that ICE officers would record a special vulnerability (often a disability

of some kind) in the dataset. Unfortunately, the dataset is quite sparse, and this is the only

covariate that I am confident should not have been affected by the software change. I code

this variable as 1 if the officer records any special vulnerability and zero otherwise. Table

A1 shows the results; as expected, there is no evidence of any effect.

Table A1: Fuzzy Regression Discontinuity Estimates of Effect of RCA Software Change

(1) (2) (3)
Linear Quadratic Cubic

(1) (2) (3)
Linear Quadratic Cubic

Conventional -0.00104 -0.00370 -0.00454
(0.00289) (0.00358) (0.00351)

Bias-corrected -0.00289 -0.00486 -0.00596
(0.00289) (0.00358) (0.00351)

Robust -0.00289 -0.00486 -0.00596
(0.00312) (0.00390) (0.00359)

N 74475 106574 192931

Estimates use the nonparametric estimation technique from Calonico et al. [2017, 2014]

Standard errors in parentheses

Bandwidths are 94, 135, and 245 days, respectively

Bandwidths selected using MSE-optimal bandwidth selector
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

In addition, I perform a density check. The intuition behind this test is that there should

not be bunching of observations around the cutoff. Figure A1 shows the distribution of

daily case counts before and after the cutoff. Note that the treatment was introduced on a

Monday, so it is unsurprising that case counts were higher than on the previous Saturday and

Sunday; that pattern matches other weeks. More formally, the manipulation test proposed

0



by Cattaneo et al. [2018] yields a p-value of .14. That test uses a triangular kernel function,

a combination of MSE-optimal bandwidth selectors, and a jackknife variance-covariance

matrix estimator.
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Figure A1: Plot of Case Counts Over Time. On June 5, 2017 (marked by the vertical dashed
line) ICE changed its software to remove the release recommendation and to make referrals
to a supervisor less common. The dots are case counts by day (the smallest time unit in the
dataset), and the line shows a local linear polynomial fit of daily counts over time, with a
bandwidth of two days, fit separately on either side of the cutoff. Note that the treatment
occurred on a Monday, and case counts are systematically lower on weekends.

B Fuzzy Regression Discontinuity Results

This section presents fuzzy regression discontinuity estimates, which are very similar to the

simpler estimates presented in the main text. A fuzzy RDD is appropriate here because the

1



running variable does not perfectly predict treatment assignment (although the problem is

limited to a single day, which I simply omit in the main results).

The fuzzy RDD requires that I assume that the arrival of June 5, 2017 affected ICE

decisions only through the software change (the exclusion restriction) and that the arrival

of June 5, 2017 did not cause any ICE officers to revert to the use of the previous version of

the software (no defiers) [Angrist et al., 1996]. Both assumptions are plausible. First, there

were no other policy changes on that day, and second, as of the day after the change, the

compliance rate reached 100% as ICE used the new software in every case. The variation on

the day of the change is not driven by differences across regions; all but one of the 24 field

offices had a mix of the two software versions on that day, and the one exception saw only

two cases that day. Unfortunately, the data does not include time stamps, but one likely

possibility is that the software version changed sometime in the course of the relevant day.

In the first stage of the fuzzy regression discontinuity design, the score is the day, the

cutoff is June 5, 2017, and the treatment is the change to the software [Cattaneo et al., 2020].

The second stage estimates the effect of the change in software versions on the probability of

release. As in the simple RDD, to implement the fuzzy RDD, I use the robust nonparametric

treatment effect estimator and bandwidth selection algorithm developed by Calonico et al.

[2017, 2014]. Again, I show results with bandwidths varying across the range of bandwidths

suggested by other optimal bandwidth selection methods (as recommended by Arai and

Ichimura [2018]).

Table B2 shows nonparametric regression results [Calonico et al., 2017, 2014], and Figure

B2 shows the same results graphically. The top panel of Figure B2 shows that the results are

robust to the order of the local polynomial and different estimation techniques; the bottom

panel shows that the estimates are robust to many bandwidths. The various estimates are

all similar; the change to the software reduced the release rate by slightly more than five

percentage points, cutting the previous release rate roughly in half.
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Figure B2: Effect of Software Change on Detention Rate: Fuzzy Regression Discontinuity Esti-
mates. Both figures show estimates, using the nonparametric estimation technique from Calonico
et al. [2017, 2014], of the effect of ICE’s June 5, 2017 software change on the likelihood that noncit-
izens would be detained. The top panel shows how the estimates vary with the order of polynomial
and the estimation technique; the bottom panel shows how the estimates vary with various band-
widths. The estimates consistently imply that the software change, which removed the release
recommendation and made referrals to a supervisor less common, made detention 5-6 percentage
points more likely and therefore cut the release rate in half, from about 10% to about 5%. Dots
show point estimates, and bars indicate 95% confidence intervals.
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Table B2: Fuzzy Regression Discontinuity Estimates of Effect of RCA Software Change

(1) (2) (3)
Local Linear Local Quadratic Local Cubic

Conventional 0.0539∗∗∗ 0.0538∗∗∗ 0.0540∗∗∗

(0.00456) (0.00526) (0.00420)

Bias-corrected 0.0520∗∗∗ 0.0518∗∗∗ 0.0555∗∗∗

(0.00456) (0.00526) (0.00420)

Robust 0.0520∗∗∗ 0.0518∗∗∗ 0.0555∗∗∗

(0.00486) (0.00544) (0.00439)
N 73538 122427 320015

Estimates use the nonparametric estimation technique from Calonico et al. [2017, 2014]

Standard errors in parentheses

Bandwidths are 94, 156, and 405 days, respectively

Bandwidths selected using MSE-optimal bandwidth selector
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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